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( 57 ) ABSTRACT 
One embodiment of the present invention sets forth a 
technique for designing and generating a smart object . The 
technique includes receiving a first input indicating a smart 
object behavior of a smart object that includes a smart device 
embedded in a three - dimensional ( 3D ) object ; in response to 
the input , generating computer instructions for the smart 
device , wherein the computer instructions , when executed 
by the smart device , cause the smart object to implement the 
smart object behavior ; and transmitting the computer 
instructions to the smart device . 
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TECHNIQUES FOR DESIGNING 
INTERACTIVE OBJECTS WITH 
INTEGRATED SMART DEVICES 

CROSS - REFERENCE TO RELATED 
APPLICATIONS 

[ 0001 ] This application claims priority benefit of the 
United States Provisional Patent Application titled , 
“ BRINGING PASSIVE OBJECTS TO LIFE WITH 
EMBEDDED MOBILE DEVICES , ” filed on Jan . 6 , 2017 
and having Ser . No . 62 / 443 , 624 . The subject matter of this 
related application is hereby incorporated herein by refer 
ence . 

smart object behavior ; and transmitting the computer 
instructions to the smart device . 
[ 0007 ] At least one advantage of the disclosed techniques 
is that a user can generate a smart object and specify 
high - level interactive behaviors of the smart object without 
designing specialized circuits or control systems , or writing 
and debugging control logic . An additional advantage is that 
a smart device can be easily incorporated into a prototype 
smart object . The behavior of the smart device can then be 
easily tested or modified by changing behavior parameters 
via the visual programming interface , rather than by repro 
gramming software or redesigning circuitry for the smart 
object . These advantages provide a technological improve 
ment over prior art techniques , in which prototyping and 
testing an interactive smart device is an involved and 
multifaceted process . BACKGROUND OF THE INVENTION 

Field of the Invention 
[ 0002 ] The present invention relates generally to com 
puter - aided design and , more specifically , to techniques for 
designing interactive objects with integrated smart devices . 

BRIEF DESCRIPTIONS OF THE DRAWINGS 
[ 0008 ] FIG . 1 is a block diagram of smart object design 
system configured to implement one or more aspects of the 
present invention . 
10009 ) FIG . 2 is a more detailed illustration of the com 
puting device of FIG . 1 , according to various embodiments 
of the invention . 
[ 0010 ] FIG . 3 is a schematic illustration of a graphical user 
interface ( GUI ) that displays a visual programming inter 
face , according to various embodiments of the invention . 
0011 ] FIG . 4 is an illustration of the GUI of FIG . 3 
displaying a smart object behavior selection process , accord 
ing to various embodiments of the invention . 
[ 0012 ] . FIG . 5 is a schematic illustration of a three - dimen 
sional ( 3D ) model split into two pieces as part of an 
automated design process , according to various embodi 
ments of the invention . 
[ 00131 FIGS . 6A - 6B set forth a flowchart of method steps 
for designing and generating a smart object , according to 
various embodiments of the present invention . 

Description of the Related Art 
[ 0003 ] Smart objects are devices that include digital capa 
bilities with some form of sensing , connectivity , and / or 
interactive capabilities . Many smart objects are now avail 
able to consumers , including consumer electronics , appli 
ances , and toys , and smart objects are quickly becoming 
central to developing systems , such as the Internet of things 
and ubiquitous computing systems . Smart objects have a 
wide range of form factors and applications and continue to 
become “ smarter ” with increased connectivity , richer 
machine - based and human - based interactions , and more 
complex sensors to better understand their respective envi 
ronments . 
[ 0004 ] However , prototyping and testing different smart 
objects is not a trivial process . More specifically , designing 
and testing the performance of each smart object requires an 
in - depth understanding of both software and hardware com 
ponents , including identifying , acquiring , assembling , and 
programming the appropriate electronics for the specific 
functionality and application associated with the smart 
object . In addition , creating a three - dimensional form - factor 
for the smart object that both reflects the desired user 
experience and houses the required circuitry and electronics 
requires extensive experience with computer - aided design 
software . Accordingly , only individual designers with wide 
ranging experience or a team of designers that collectively 
has the required experience can successfully prototype smart 
objects . 
10005 ] As the foregoing illustrates , what is needed in the 
art are more effective techniques for designing and proto 
typing smart objects . 

DETAILED DESCRIPTION 
[ 0014 ] In the following description , numerous specific 
details are set forth to provide a more thorough understand 
ing of the embodiments of the present invention . However , 
it will be apparent to one of skill in the art that the 
embodiments of the present invention may be practiced 
without one or more of these specific details . 

SUMMARY 

System Overview 
[ 0015 ] FIG . 1 is a block diagram of a smart object design 
system 100 configured to implement one or more aspects of 
the present invention . Smart object design system 100 
includes a computing device 120 , a smart device 130 , and , 
in some embodiments , a wearable smart device 140 . 
10016 ) Smart object design system 100 enables a designer 
to implement high - level behaviors in a smart object via a 
drag - and - drop or other visual programming interface . Code 
is then generated based on the smart object behaviors and 
associated input information selected by the designer . A first 
portion of the code is streamed to a smart device ( e . g . , smart 
device 130 or wearable smart device 140 ) that is to be 
embedded in the smart object being designed , and a second 
portion of the code resides in a computing device that 
controls the smart object . The first portion of the code 
enables the smart device to process inputs to and to generate 

[ 0006 ] One embodiment of the present invention sets forth 
a technique for generating a smart object . The technique 
includes receiving a first input indicating a smart object 
behavior of a smart object that includes a smart device 
embedded in a three - dimensional ( 3D ) object ; in response to 
the input , generating computer instructions for the smart 
device , wherein the computer instructions , when executed 
by the smart device , cause the smart object to implement the 
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outputs from the smart device , while the second portion of 
the code enables computing device 120 to control the smart 
behaviors of the smart object . Smart object design system 
100 then guides the designer through simplified modeling 
tasks within a 3D modeling workspace to modify an existing 
3D model so that the selected smart object behaviors can be 
performed by a smart object that is based on the 3D model . 
Such a smart object can then be produced by embedding a 
smart device programmed with the first portion of the code 
into a 3D object that is formed using the modified 3D model 
and standard 3D printing technology . Thus , smart object 
design system 100 enables hobbyists , makers , and interac 
tion designers to rapidly prototype and test different inter 
active smart device behaviors without the need for advanced 
3D modelling , programming , or electronic assembly skills . 
[ 0017 ] Smart device 130 is a smart device capable of 
wireless communication , receiving physical inputs , and gen 
erating one or more physical outputs . In some embodiments , 
smart device 130 is capable of receiving a touch - based input , 
an image - based input , a magnet - based input , a motion - based 
input , an orientation - based input , and / or a sound - based 
input . In some embodiments , smart device 130 is also 
capable of generating a light - based output , a sound - based 
output , and / or a vibration or other haptic output . For 
example , smart device 130 can be a smart phone or an 
electronic tablet . 
[ 0018 ] In operation as part of smart object design system 
100 , smart device 130 executes a smart object software 
application 150 that streams sensor data from smart device 
130 to a smart object control application 123 ( executed by 
computing device 120 ) via a web server 121 . In addition , 
smart object software application 150 receives and imple 
ments control inputs from a smart object control application 
123 ( executed by computing device 120 ) via web server 121 . 
For example , when smart device 130 receives a particular 
touch input , such as a capacitive input received by a display 
screen of smart device 130 , smart object software applica 
tion 150 then transmits sensor data generated in response to 
the particular touch input to smart object control application 
123 . The sensor data transmitted to smart object control 
application 123 may include ( 1 ) input data indicating that a 
capacitive input has been received and ( 2 ) location data 
referencing the specific portion of the display screen of 
smart device 130 where the particular touch input was 
received . Based on the sensor data transmitted by smart 
object software application 150 , software smart object con 
trol application 123 can determine a suitable output in 
response to the particular touch input , and transmit control 
signals to smart object software application 150 . Smart 
object software application 150 receives the control signals 
and causes smart device 130 to generate the suitable output . 
As noted , the suitable output generated by smart device 130 
may include one or more of a light - based output , a sound 
based output , and / or a vibration or other haptic output . 
[ 0019 ] Consequently , when smart device 130 is embedded 
in a suitably designed smart object and programmed with 
smart object software application 150 , the smart object is 
enabled to receive specific inputs or recognize specific 
events that are programmed into smart object software 
application 150 . The smart object is further enabled to 
perform specific functions or generate specific outputs 
according to the programming included in smart object 
software application 150 and the inputs received from smart 
object control application . Advantageously , such a smart 

object has such functionality without a specialized control 
system , sensor system , power supply , or wireless interface 
capability . Instead , the selected smart object behaviors of 
such a smart object are enabled by embedding smart device 
130 within the smart object . In addition , certain physical 
features can be included in the design of the smart object that 
enable the outputs generated by smart device 130 to be 
realized as the selected smart object behaviors . Further , 
constantly streaming data from smart device 130 to smart 
object control application 123 allows for live debugging and 
interactive reprogramming of the smart object in which 
smart device 130 is embedded . 
[ 0020 ] Wearable smart device 140 is a wearable smart 
device having some or all of the capabilities described above 
for smart device 130 . For example , wearable smart device 
140 can be a smart watch . In some embodiments , wearable 
smart device 140 communicates with smart object control 
application 123 via web server 121 , and in other embodi 
ments , wearable smart device 140 communicates with smart 
object control application 123 via a combination of smart 
device 130 and web server 121 . In operation as part of smart 
object design system 100 , wearable smart device 140 
executes smart object software application 150 in a similar 
fashion as smart device 130 , as set forth above . 
[ 0021 ] Computing device 120 includes web server 121 
and executes smart object programming application 122 and 
smart object control application 123 . In some embodiments , 
computing device 120 also executes a 3D modelling appli 
cation 124 . Computing device 120 can be any computing 
device suitable for practicing one or more embodiments of 
the present invention . One embodiment of computing device 
120 is illustrated in FIG . 2 . 
10022 ] . FIG . 2 is a more detailed illustration of computing 
device 120 , according to various embodiments of the inven 
tion . Computing device 120 may be a desktop computer , a 
laptop computer , a tablet computer , or any other type of 
computing device configured to receive input , process data , 
generate control signals , and display images . Computing 
device 120 is configured to run smart object programming 
application 122 , smart object control application 123 , and / or 
3D modelling application 124 , which reside in a memory 
210 . It is noted that the computing device described herein 
is illustrative and that any other technically feasible con 
figurations fall within the scope of the present invention . 
[ 0023 ] As shown , computing device 120 includes , without 
limitation , an interconnect ( bus ) 240 that connects a pro 
cessing unit 250 , an input / output ( 1 / 0 ) device interface 260 
coupled to input / output ( 1 / 0 ) devices 280 , memory 210 , a 
storage 230 , and a network interface 270 . Processing unit 
250 may be any suitable processor implemented as a central 
processing unit ( CPU ) , a graphics processing unit ( GPU ) , an 
application - specific integrated circuit ( ASIC ) , a field pro 
grammable gate array ( FPGA ) , any other type of processing 
unit , or a combination of different processing units , such as 
a CPU configured to operate in conjunction with a GPU . In 
general , processing unit 250 may be any technically feasible 
hardware unit capable of processing data and / or executing 
software applications , including smart object programming 
application 122 , smart object control application 123 , and / or 
3D modelling application 124 . Further , in the context of this 
disclosure , the computing elements shown in computing 
device 120 may correspond to a physical computing system 
( e . g . , a system in a data center ) or may be a virtual 
computing instance executing within a computing cloud . 
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outputs . In this way , a suitably programmed smart device 
can be incorporated into an interactive smart object as the 
computing resource of the smart object . 
0029 ] In the embodiments illustrated in FIGS . 1 and 2 , 
computing device 120 performs certain visual programming , 
coding , model generation , and other functions . In alternative 
embodiments , some or all of the functionality described 
herein for computing device 120 is included in smart device 
130 or wearable smart device 140 . For example , in an 
embodiment in which smart object design system 100 does 
not include computing device 120 , smart device 130 or 
wearable smart device 140 may execute smart object pro 
gramming application 122 , smart object control application 
123 , and / or 3D modelling application 124 . 

[ 0024 ] 1 / 0 devices 280 may include devices capable of 
providing input , such as a keyboard , a mouse , a touch 
sensitive screen , and so forth , as well as devices capable of 
providing output , such as a display device 281 . Additionally , 
I / O devices 280 may include devices capable of both receiv 
ing input and providing output , such as a touchscreen , a 
universal serial bus ( USB ) port , and so forth . I / O devices 
280 may be configured to receive various types of input from 
an end - user of computing device 120 , and to also provide 
various types of output to the end - user of computing device 
120 , such as displayed digital images or digital videos . In 
some embodiments , one or more of I / O devices 280 are 
configured to couple computing device 120 to a network 
205 . 
[ 0025 ] Network 205 may be any technically feasible type 
of communications network that allows data to be 
exchanged between computing device 120 and external 
entities or devices , such as smart device 130 , wearable smart 
device 140 , a web server , or another networked computing 
device . For example , network 205 may include a wide area 
network ( WAN ) , a local area network ( LAN ) , a wireless 
( WiFi ) network , a Bluetooth network and / or the Internet , 
among others . 
[ 0026 ] Memory 210 may include a random access 
memory ( RAM ) module , a flash memory unit , or any other 
type of memory unit or combination thereof . Processing unit 
250 , I / O device interface 260 , and network interface 270 are 
configured to read data from and write data to memory 210 . 
Memory 210 includes various software programs that can be 
executed by processor 250 and application data associated 
with said software programs , including smart object pro 
gramming application 122 , smart object control application 
123 , and / or 3D modelling application 124 . 
[ 0027 ] Returning now to FIG . 1 , web server 121 includes 
a wireless transceiver , and enables wireless communications 
between computing device 120 and smart device 130 . For 
example , in some embodiments , web server 121 includes a 
Node JS server running on computing device 120 . In some 
embodiments , web server 121 also enables wireless com 
munications directly between computing device 120 and 
wearable smart device 140 . 
[ 0028 ] Smart object programming application 122 is a 
software application executed on computing device 120 and 
configured to enable a user to specify high - level interactive 
behaviors via a visual programming interface . In addition , 
smart object programming application 122 is configured to 
modify a 3D model via a guided modelling process to 
generate a 3D model for forming a smart object . The 3D 
model is configured so that a smart device can be embedded 
therein and used as the input detection and output generation 
portion of a smart device . A smart object having a form 
factor based on a 3D model modified by smart object 
programming application 122 can physically accommodate 
smart device 130 or wearable smart device 140 in a way that 
enables the smart device to receive certain physical inputs 
when the smart object is exposed to the physical inputs . In 
addition , the smart object can physically accommodate the 
smart device in a way that enables the smart object to 
generate certain physical outputs . For example , the smart 
object can simulate an LED output by routing a light output 
from the screen of the smart device to a certain location in 
the smart object . As a result , the smart device embedded 
within the smart object can serve as an interpreter of 
physical inputs and a generator of appropriate physical 

Visual Programming Interface 
[ 0030 ] In some embodiments , the visual programming 
interface generated by smart object programming applica 
tion 122 is displayed via a graphical user interface ( GUI ) 
displayed on display device 281 . One such embodiment is 
illustrated in FIG . 3 . FIG . 3 is a schematic illustration of a 
GUI 300 that displays a visual programming interface , 
according to various embodiments of the invention . GUI 
300 includes a visual programing panel 320 that enables a 
designer to prototype and test specific smart object behav 
iors , such as generating a physical output when the smart 
object is exposed to a specific physical input . Visual pro 
graming panel 320 allows a designer with no programming 
skills to intuitively input parameters for inputs to and 
outputs from the smart object . GUI 300 also includes a 3D 
modelling panel 330 that enables a designer to dynamically 
modify an imported 3D model of a base object into a 3D 
model of a smart object in which a smart device can be 
embedded and generate specified physical outputs . GUI 300 
further includes a plurality of input event buttons 340 and a 
plurality of output action buttons 350 . 
[ 0031 ] 3D modelling panel 330 is an interactive 3D - mod 
elling canvas included in the visual programming interface 
that updates as a designer modifies the high - level behaviors 
implemented in the smart object . When additional actions 
are required to fully define a particular smart object behav 
ior , the visual programming interface prompts the designer 
for the requisite additional information . In some embodi 
ments , the functionality of 3D modelling panel 330 is 
provided by 3D modelling application 124 ( shown in FIG . 
1 ) . Alternatively , the functionality of 3D modelling panel 
330 can be incorporated in smart object programming appli 
cation 122 . 
[ 0032 ] Input event buttons 340 include buttons for select 
ing an event , user input , or other physical input to which a 
specific physical output is to be generated by the smart 
object being designed . In the embodiment illustrated in FIG . 
3 , input event buttons 340 include a touch input button 341 , 
a sound - based input button 342 , a visual ( camera - based ) 
input button 343 , a motion - based input button 344 , a mag 
netic input button 345 , and a global positioning system 
( GPS ) event button 346 . Touch input button 341 initiates the 
process of defining a touch - based input received by the 
smart device , such as a touch input to a specific location of 
the screen of the smart device that is embedded in the smart 
object . For example , selection of touch input button 341 can 
initiate the display of drop - down menus or user prompt 
windows that further enable the designer to define the touch 
input , such as the duration of the touch , the location of the 
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touch on the smart device screen ( when exposed ) , and 
whether the touch is a single tap , double tap , or swipe . In 
embodiments in which the screen of the smart device is not 
exposed when embedded in the smart object , a capacitive 
button and / or trace may be included in the smart object to 
transfer a user touch at the exterior of the smart object to the 
screen of the smart device . 
[ 0033 ] Similarly , selection of sound - based input button 
342 initiates the process of defining an input received by a 
microphone of the smart device , such as a voice input or 
other sound - based input . Selection of visual input button 
343 initiates the process of defining an input received by a 
camera of the smart device , such as an average light level 
sensed , a color sensed , or a particular class of object detected 
by the smart device via computer vision . Selection of 
motion - based input button 344 initiates the process of defin 
ing an input received by an accelerometer of the smart 
device , such as a specific motion , gesture , orientation , or 
magnitude of motion ( shaking ) . Selection of magnetic input 
button 345 initiates the process of defining an input received 
by a magnetometer of the smart device , such as holding the 
smart object near a magnet , or the motion of an actuator or 
switch of the smart object that includes a magnet . Selection 
of GPS event button 346 initiates the process of defining an 
input or event based on the current location of the smart 
object . 
0034 ) Output action buttons 350 include buttons for 
selecting a function or other physical output to be performed 
by the smart device , typically in response to a specific input 
or event . In the embodiment illustrated in FIG . 3 , output 
event buttons 350 include a display text button 351 , a 
display image button 352 ; an enable light output button 353 , 
a play sound button 354 , and a produce motion button 355 . 
GUI 300 further includes two programmatic control buttons 
for variable features : a color group button 356 for selecting 
a color of a light output and a timer button 357 for specifying 
a certain period of time during which an action is performed 
and / or after which the action is performed . 
[ 0035 ] Selection of one of output action buttons 350 
initiates the process of defining an output or function , for 
example in response to an input defined by one of input 
event buttons 340 . Similar to input event buttons 340 , when 
one of output action buttons 350 is selected , a process is 
initiated by which an output or function to be performed by 
the smart device is defined . For example , a series of drop 
down menus or user prompt windows may be displayed to 
guide a designer through the process of defining relevant 
parameters associated with the function , such as magnitude 
and / or frequency of vibration , magnitude and / or color of 
light output , location on the screen of the smart device at 
which the light output is implemented , etc . In some embodi 
ments , input event buttons 340 can be employed in con 
junction with color group button 356 and / or timer button 
357 for a more detailed definition of the output action to be 
performed by the smart object . One such embodiment is 
illustrated in FIG . 4 . 
10036 . FIG . 4 is an illustration of GUI 300 displaying a 
smart object behavior definition process , according to vari 
ous embodiments of the invention . As shown , resultant 
programming elements ( 401 , 402 , 403 , 404 , 405 , 413 , 414 , 
and 420 ) are displayed in visual programing panel 320 when 
a designer selects an input and corresponding behaviors as 
part of the smart object behavior definition process for a 
smart object 

[ 0037 ] In the embodiment illustrated in FIG . 4 , a button 
press input 401 is shown in the visual programming inter 
face when the designer selects touch input button 341 and a 
play sound output box 402 is shown when the designer drags 
the play sound button 354 onto visual programing panel 320 . 
Using , for example , a drop - down menu ( not shown ) , or a 
user prompt window ( not shown ) , the designer selects a 
sound from an existing library of WAV or other suitable 
sounds files ( e . g . , a siren sound ) . A first light module 403 and 
a second light module 404 are shown in the visual program 
ming interface when the designer drags two enable light 
output buttons 353 onto visual programing panel 320 . In 
addition , when first light module 403 is displayed , smart 
object programming application 122 prompts the designer to 
provide additional output information to further define the 
light output associated with first light module 403 , and the 
result of such designer input is displayed as a first color 
module 413 . For example , the designer may be prompted for 
information to be input via color group button 356 , including 
a specific color ( e . g . , white ) , brightness , and the like . Simi 
larly , second color module 414 is displayed as the result of 
additional designer input associated with second light mod 
ule 404 , and indicates the color selected by the designer for 
the second light output ( e . g . , red ) . Selection of timer button 
357 and associated designer input causes a timer module 405 
to be displayed . Lastly , the logical connections 420 are 
displayed in response to designer graphical input . For 
example , logical connections 420 between button press 
input 401 , play sound output box 402 , first light module 403 , 
second light module 404 , timer module 405 , first color 
module 413 , and second color module 414 are displayed as 
shown in response to the designer dragging links between 
the appropriate programming elements . Alternatively or 
additionally , the designer may cause logical connections to 
be generated via any other technically feasible graphical 
connection or input procedure . 
[ 0038 ] Upon completion of designer inputs via the visual 
programming interface of GUI 300 , smart object program 
ming application 122 generates appropriate code based on 
the content associated with button press input 401 , play 
sound output box 402 , first light module 403 , second light 
module 404 , timer module 405 , first color module 413 , and 
second color module 414 , as well as on the logical connec 
tions 420 defined therebetween . Smart object programming 
application 122 then streams a first portion of the generated 
code to smart object software application 150 in the appro 
priate smart device ( i . e . , either smart device 130 or wearable 
smart device 140 ) . In addition , smart object programming 
application 122 stores a second portion of the generated 
code in computing device 120 for control of the smart 
object . For example , the second portion of the generated 
code can be included in smart object control application 123 . 
[ 0039 ] Once a designer has defined smart device behaviors 
for a smart object via GUI 300 as set forth above , smart 
object programming application 122 can then perform a 
guided design process . Specifically , smart object program 
ming application 122 guides a designer through the process 
of placing the physical components within an imported 3D 
model , which can then be fabricated using conventional 3D 
printing techniques . For example , based on prompts pro 
vided by smart object programming application 122 , a 
designer can indicate locations on an imported 3D model for 
input mechanisms and / or output locations , when applicable . 
In some embodiments , an imported 3D model 480 is dis 
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played in 3D modelling panel 330 of GUI 300 , as shown in 
FIG . 4 , and the designer can employ graphical inputs to 
provide requested information to smart object programming 
application 122 as part of the guided modelling process . In 
some embodiments , input or output mechanisms 490 that are 
generated by smart object programming application 122 are 
also displayed in 3D modelling panel 330 , such as a capaci 
tive button 491 ( to be printed in a conductive material such 
as polylactide ) and a button spring 492 ( to be printed in an 
elastic material such as NinjaFlex ) . 
[ 0040 ] In some embodiments , the order of modeling steps 
is predetermined , using a fixed rule - set . For example , in 
some embodiments , smart object programming application 
122 positions the smart device as an initial or early step in 
the process , since light outputs and text outputs are generally 
implemented based on a specific position of the screen of the 
smart device being embedded . Subsequently , smart object 
programming application 122 instructs the user to place the 
location of light outputs when applicable , so that light 
guiding structures can be generated within the imported 3D 
model that guide light from a suitable portion of the screen 
of the smart device to the selected location of the light 
output . For example , the 3D model may be modified to 
include curved paths of a suitable diameter that are formed 
to house a specific configuration of optic fiber or light pipe . 
Smart object programming application 122 also instructs the 
user to place the location of input features when applicable , 
such as a capacitive button or slider , a magnetic switch or 
slider , and the like . 
[ 0041 ] Upon completion of the guided modelling process , 
smart object programming application 122 generates a 3D 
model of the smart object that is a modified version of the 
imported 3D model . The imported 3D model is automati 
cally modified , based on the preceding designer inputs , to 
accommodate the incorporation of a selected smart device 
within the smart object . Thus , the 3D model is modified to 
include a cavity that accommodates the selected smart 
device . When the smart object is selected to have a behavior 
that is enabled by an exposed portion of the smart device , 
such as the screen or camera of the smart device , smart 
object programming application 122 positions the cavity at 
or near an appropriate surface of the smart object . For 
example , when the smart object includes a text - based output 
or an image - based output , smart object programming appli 
cation 122 positions the screen of the smart device within the 
3D model so that the requisite portion of the smart device is 
exposed . The smart device can be exposed by the removal of 
a suitable surface portion of the 3D model or by collocating 
the requisite portion of the smart device with a suitable 
surface of the smart object . In some embodiments , position 
ing of the screen is a designer input that is prompted by 
smart object programming application 122 during the above 
described guided modelling process . 
[ 0042 ] After the smart device is positioned , smart object 
programming application 122 automatically splits the 3D 
model into two pieces , as shown in FIG . 5 . FIG . 5 is a 
schematic illustration of a 3D model split into two pieces as 
part of an automated design process , according to various 
embodiments of the invention . As shown , smart object 
programming application 122 separates imported 3D model 
480 ( shown in FIG . 4 ) into a top half 510 and a bottom half 
520 . In addition , smart object programming application 122 
adds alignment pins 501 in one of the two halves and 
corresponding alignment holes 502 in the other of the two 

halves . Smart object programming application 122 further 
defines top half 510 and bottom half 520 with a cavity 530 
that accommodates the smart device to be incorporated into 
the smart object formed by top half 510 and bottom half 520 . 
Output features 504 are included in the modified 3D model , 
as well as any mechanism cavities 503 that are needed to 
accommodate mechanical input or output features of the 
smart object . For example , in the embodiment illustrated in 
FIG . 5 , a mechanism cavity 503 is shown that accommo 
dates conductive button 491 shown in FIG . 4 . 
[ 0043 ] After cavity 530 is defined and the 3D model is 
split into top half 510 and bottom half 520 , smart object 
programming application 122 includes input and output 
features or mechanisms in the modified 3D model of the 
smart object as appropriate . These added input and output 
features or mechanisms enable the smart object to imple 
ment the behaviors selected by the designer via outputs 
generated by the smart device embedded in the smart object . 
For instance , to enable the location of a light output at a 
specific location that is not coincident with the screen of the 
smart device , smart object programming application 122 
modifies the imported 3D model to include a channel that is 
configured to contain an optic fiber is routed from a screen 
surface of the smart device to the specific location , such as 
one of output features 504 . Alternatively or additionally , one 
or more of the added input and output features or mecha 
nisms may enhance an output generated by the smart device . 
In one such example , to enhance the capability of the smart 
device to detect sound - based inputs , smart object program 
ming application 122 includes a hollow channel from an 
exterior surface of the smart object to the microphone of the 
smart device . Alternatively or additionally , in some embodi 
ments , smart object programming application 122 includes 
physical features in the smart object that enable other 
functionalities of the smart object . For example , smart object 
programming application 122 can include a 3D printed tube 
that connects the built - in microphone and speakers of the 
smart device . This 3D tube can acts as a passive acoustic 
transducer to other input methods ( e . g . , tilt sensors , sliders , 
etc . ) , which allows the smart device to sense interactions 
with and without added electronics . 

Design and Generation of Smart Object 
[ 0044 ] FIGS . 6A and 6B set forth a flowchart of method 
steps for designing and generating a smart object , according 
to various embodiments of the present invention . Although 
the method steps are described in conjunction with the 
systems of FIGS . 1 - 4 , persons skilled in the art will under 
stand that any system configured to perform the method 
steps , in any order , is within the scope of the present 
invention . 
[ 0045 ] As shown , a method 600 begins at step 601 , where 
smart object programming application 122 receives a model 
of a 3D object on which the form factor of a smart object is 
to be based . For example , a user may cause the model to be 
transmitted to smart object programming application 122 via 
GUI 300 . 
[ 0046 ] In step 602 , smart object programming application 
122 receives an input specifying what smart device is to be 
included in the smart object being generated . For example , 
a user may indicate one of wearable smart device 140 or 
smart device 130 via GUI 300 . 
[ 0047 ] In step 603 , smart object programming application 
122 receives an input , for example from GUI 300 , specify 
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ing a particular smart object behavior . Smart object behav 
iors can include , in response to a specified input or event , a 
text display , an image display , a light display , and / or sound 
generation , among others . The specified input or inputs can 
include discrete inputs ( those that have an explicit triggering 
event ) and continuous inputs ( those that respond to chang 
ing , always available values ) . Discrete inputs can include a 
button push ( directly to the smart device screen or via a 
mechanism formed from a conductive material ) , speech 
( such as word recognition ) , shaking or tapping of the smart 
object , orientation of the smart object , and web - based or 
GPS - based events . Continuous inputs can include sound or 
light level , orientation ( where a continuous value is mapped 
to a specific output module ) , and web - based or GPS - based 
events or values . 
[ 0048 ] In step 604 , smart object programming application 
122 generates instructions for the smart device to implement 
the smart object behavior defined in step 603 . Alternatively , 
smart object programming application 122 generates 
instructions for all smart object behaviors after all smart 
object behaviors have been defined and prior to step 713 . 
[ 0049 ] In step 605 , smart object programming application 
122 determines whether additional parameters are needed to 
define the currently specified smart object behavior . If yes , 
method 600 proceeds to step 606 ; if no , method 600 pro 
ceeds to step 611 . 
[ 0050 ] In step 606 , smart object programming application 
122 displays a prompt or drop - down menu that requests the 
additional parameter inputs needed to define the currently 
specified smart object behavior . For example , for a light 
output in a smart object in which the screen of the embedded 
smart device is not exposed , a position on the surface of the 
smart object for the specified light output is requested from 
the designer by smart object programming application 122 . 
[ 0051 ] In step 607 , smart object programming application 
122 receives one or more parameter inputs via GUI 300 that 
specify the smart object behavior . Method 600 then proceeds 
back to step 604 . 
[ 0052 ] In step 611 , smart object programming application 
122 displays a prompt for additional smart object behaviors 
to be programmed into the smart object being generated . 
[ 0053 ] In step 612 , smart object programming application 
122 determines whether additional smart object behaviors 
have been indicated by the designer . If yes , method 600 
proceeds back to step 603 ; if no , method 600 proceeds to 
step 613 . 
[ 0054 ] In step 613 , smart object programming application 
122 transmits instructions to the smart device that is to be 
embedded in the smart object being generated . In some 
embodiments , smart object programming application 122 
also stores a portion of the instructions for use by or 
incorporation into smart object control application 123 . 
Upon completion of step 613 , the designer has defined the 
behavioral description of the smart device being generated , 
and smart object programming application 122 has guided 
the designer through the process of placing physical com 
ponents of the smart object associated with the behavioral 
description . Method 600 then proceeds to step 701 in FIG . 

include one or more input mechanisms and / or one or more 
output mechanisms , as well as light guides , sound tunnels , 
and the like . 
[ 0056 ] In step 702 , smart object programming application 
122 positions the smart device within the 3D model that is 
the basis for the morphology of the smart object being 
generated . As set forth above , the position may be based on 
designer inputs and / or on whether the screen of the smart 
device is to be exposed or fully embedded within the smart 
object . 
[ 0057 ] In step 703 , smart object programming application 
122 splits the 3D model into two halves , such as a top half 
and a bottom half . The division plane is selected to intersect 
with the position of the smart device determined in step 702 . 
Alignment pins are added to one half and corresponding 
alignment holes are added to the other half . 
[ 0058 ] In step 704 , smart object programming application 
122 selects a physical component from the group of physical 
components determined in step 701 . 
[ 0059 ] In step 705 , smart object programming application 
122 modifies the 3D model to include the selected physical 
component . 
[ 0060 ] In step 706 , smart object programming application 
122 determines whether there are any remaining physical 
components from the group of physical components to be 
included in the modified 3D model for generating the smart 
object . If yes , method 600 proceeds back to step 704 ; if no , 
method 600 proceeds to step 707 . 
[ 0061 ] In step 707 , smart object programming application 
122 exports the modified 3D model for fabrication of the 
smart object being generated . In some embodiments , 3D 
models for additional components are also exported for 
fabrication in step 707 . For example , 3D models of com 
ponents generated by smart object programming application 
122 that are to be formed from different materials than the 
first and second halves of the smart object may also be 
exported for fabrication in step 707 . 
[ 0062 ] In sum , embodiments of the present invention 
provide techniques for generating a smart object . The smart 
object incorporates a smart device for interpreting physical 
inputs to the smart object and generating appropriate physi 
cal outputs for the smart object . A user enters parameters for 
high - level interactive behaviors of the smart object via a 
visual programming interface . In addition , the user graphi 
cally positions physical components of a 3D model of the 
smart object to enable specified behaviors of the smart 
object via the visual programming interface . The 3D model 
and associated physical components can then be fabricated 
using conventional 3D printing techniques . 
[ 0063 ] At least one advantage of the disclosed techniques 
is that a user can generate a functional smart object and 
specify high - level interactive behaviors of the smart object 
without designing specialized circuits or control systems , or 
writing and debugging control logic . An additional advan 
tage is that a smart device can be easily incorporated into a 
prototype smart object . The behavior of the smart device can 
then be easily tested or modified by changing behavior 
parameters via the visual programming interface , rather than 
by reprogramming software or redesigning circuitry for the 
smart object . These advantages provide a technological 
improvement over prior art techniques , in which prototyping 
and testing an interactive smart device is an involved and 
multifaceted process that requires extensive knowledge 
from many technical fields . By contrast , the techniques 

1 . 
[ 0055 ] In step 701 , smart object programming application 
122 determines the physical components to be added to the 
3D model received in step 601 . The physical components 
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disclosed herein provide computer - aided techniques for 
designing a smart object , defining the behavior of the smart 
object , and modifying the behavior of the smart object . 
[ 0064 ] 1 . In some embodiments , a method for designing 
and generating a smart object comprises : receiving a first 
input indicating a smart object behavior of a smart object 
that includes a smart device embedded in a three - dimen 
sional ( 3D ) object ; in response to the input , generating 
computer instructions for the smart device , wherein the 
computer instructions , when executed by the smart device , 
cause the smart object to implement the smart object behav 
ior ; and transmitting the computer instructions to the smart 
device . 
[ 0065 ] 2 . The method of clause 1 , wherein the computer 
instructions cause the smart device to generate at least one 
of a text display , an image display , a screen - based light 
output , a sound output , and a haptic output . 
[ 0066 ] 3 . The method of clauses 1 or 2 , further compris 
ing : receiving a 3D model of the 3D object ; defining a cavity 
within the 3D model that accommodates the smart device ; 
and separating the 3D model of the 3D object into a first half 
and a second half via a separation surface . 
[ 0067 ] 4 . The method of any of clauses 1 - 3 , further 
comprising : adding an alignment pin to the first half ; adding 
an alignment hole to the second half , wherein the alignment 
hole aligns with the alignment pin when the first half and the 
second half are joined . 
[ 0068 ] 5 . The method of any of clauses 1 - 4 , prior to 
defining the cavity , receiving a second input indicating what 
smart device is to be embedded in the 3D object . 
[ 0069 ] 6 . The method of any of clauses 1 - 5 , prior to 
defining the cavity , receiving a second input indicating a 
location within the 3D object for the smart device . 
[ 0070 ] 7 . The method of any of clauses 1 - 6 , wherein the 
cavity is configured to leave at least a portion of one surface 
of the smart device exposed when the smart device is 
embedded in the 3D object . 
[ 0071 ] 8 . The method of any of clauses 1 - 7 , further 
comprising modifying the 3D model to include a mechanism 
that enables a physical input to be received by the smart 
device while embedded in the 3D object . 
[ 0072 ] 9 . The method of any of clauses 1 - 8 , further 
comprising modifying the 3D model to include a mechanism 
that enables the smart device to implement the smart object 
behavior while embedded in the 3D object . 
[ 0073 ] 10 . In some embodiments , a non - transitory com 
puter readable medium stores instructions that , when 
executed by a processor , cause the processor to perform the 
steps of : receiving a first input indicating a smart object 
behavior of a smart object that includes a smart device 
embedded in a three - dimensional ( 3D ) object ; in response to 
the input , generating computer instructions for the smart 
device , wherein the computer instructions , when executed 
by the smart device , cause the smart object to implement the 
smart object behavior , and transmitting the computer 
instructions to the smart device . 
[ 0074 ] 11 . The non - transitory computer readable medium 
of clause 10 , wherein the first input is generated and 
received via a visual programming interface . 
[ 0075 ] 12 . The non - transitory computer readable medium 
of clauses 10 or 11 , wherein the smart object behavior 
comprises a response to an event that is detected by the 
smart device . 

[ 0076 ] 13 . The non - transitory computer readable medium 
of any of clauses 10 - 12 , wherein the smart device detects the 
event via at least one of a camera , a magnetometer , a global 
positioning system , a microphone , a touchscreen , a Web 
interface , or an accelerometer . 
[ 0077 ] 14 . The non - transitory computer readable medium 
of any of clauses 10 - 13 , wherein the computer instructions 
cause the smart device to generate at least one of a text 
display , an image display , a screen - based light output , a 
sound output , and a haptic output . 
[ 0078 ] 15 . The non - transitory computer readable medium 
of any of clauses 10 - 14 , further comprising : receiving a 3D 
model of the 3D object ; defining a cavity within the 3D 
model that accommodates the smart device ; and separating 
the 3D model of the 3D object into a first half and a second 
half via a separation surface . 
[ 0079 ] 16 . The non - transitory computer readable medium 
of any of clauses 10 - 15 , further comprising : adding an 
alignment pin to the first half ; adding an alignment hole to 
the second half , wherein the alignment hole aligns with the 
alignment pin when the first half and the second half are 
joined . 
[ 0080 ] 17 . The non - transitory computer readable medium 
of any of clauses 10 - 16 , prior to defining the cavity , receiv 
ing a second input indicating what smart device is to be 
embedded in the 3D object . 
[ 0081 ] 18 . A system , comprising : a smart object that 
includes : a three - dimensional ( 3D ) object configured to 
accommodate a smart device with a cavity ; and the smart 
device ; and a computing device that includes : a memory that 
stores instructions , and a processor that is coupled to the 
memory and , when executing the instructions , is configured 
to : receive a first input indicating a smart object behavior of 
the smart object ; in response to the input , generating com 
puter instructions for the smart device , wherein the com 
puter instructions , when executed by the smart device , cause 
the smart object to implement the smart object behavior ; and 
transmitting the computer instructions to the smart device . 
[ 0082 ] 19 . The system of clause 18 , wherein the smart 
device executes the computer instructions while disposed in 
the cavity . 
10083 ] 20 . The system of clauses 18 or 19 , wherein the 3D 
object includes a physical feature that enables the smart 
device to implement the smart object behavior . 
[ 0084 ] Any and all combinations of any of the claim 
elements recited in any of the claims and / or any elements 
described in this application , in any fashion , fall within the 
contemplated scope of the present invention and protection . 
[ 0085 ] The descriptions of the various embodiments have 
been presented for purposes of illustration , but are not 
intended to be exhaustive or limited to the embodiments 
disclosed . Many modifications and variations will be appar 
ent to those of ordinary skill in the art without departing 
from the scope and spirit of the described embodiments . 
[ 0086 ] Aspects of the present embodiments may be 
embodied as a system , method , or computer program prod 
uct . Accordingly , aspects of the present invention may take 
the form of an entirely hardware embodiment , an entirely 
software embodiment ( including firmware , resident soft 
ware , micro - code , etc . ) or an embodiment combining soft 
ware and hardware aspects that may all generally be referred 
to herein as a “ module ” or “ system . ” Furthermore , aspects of 
the present invention may take the form of a computer 
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program product embodied in one or more computer read 
able medium ( s ) having computer readable program code 
embodied thereon . 
[ 0087 ] Any combination of one or more computer read 
able medium ( s ) may be utilized . The computer readable 
medium may be a computer readable signal medium or a 
computer readable storage medium . A computer readable 
storage medium may be , for example , but not limited to , an 
electronic , magnetic , optical , electromagnetic , infrared , or 
semiconductor system , apparatus , or device , or any suitable 
combination of the foregoing . More specific examples ( a 
non - exhaustive list ) of the computer readable storage 
medium would include the following : an electrical connec 
tion having one or more wires , a portable computer diskette , 
a hard disk , a random access memory ( RAM ) , a read - only 
memory ( ROM ) , an erasable programmable read - only 
memory ( EPROM or Flash memory ) , an optical fiber , a 
portable compact disc read - only memory ( CD - ROM ) , an 
optical storage device , a magnetic storage device , or any 
suitable combination of the foregoing . In the context of this 
document , a computer readable storage medium may be any 
tangible medium that can contain or store a program for use 
by or in connection with an instruction execution system , 
apparatus , or device . 
[ 0088 ] Aspects of the present invention are described 
above with reference to flowchart illustrations and / or block 
diagrams of methods , apparatus ( systems ) and computer 
program products according to embodiments of the inven 
tion . It will be understood that each block of the flowchart 
illustrations and / or block diagrams , and combinations of 
blocks in the flowchart illustrations and / or block diagrams , 
can be implemented by computer program instructions . 
These computer program instructions may be provided to a 
processor of a general purpose computer , special purpose 
computer , or other programmable data processing apparatus 
to produce a machine , such that the instructions , which 
execute via the processor of the computer or other program 
mable data processing apparatus , enable the implementation 
of the functions / acts specified in the flowchart and / or block 
diagram block or blocks . Such processors may be , without 
limitation , general purpose processors , special - purpose pro 
cessors , application - specific processors , or field - program 
mable processors . 
[ 0089 ] The invention has been described above with ref 
erence to specific embodiments . Persons of ordinary skill in 
the art , however , will understand that various modifications 
and changes may be made thereto without departing from 
the broader spirit and scope of the invention as set forth in 
the appended claims . For example , and without limitation , 
although many of the descriptions herein refer to specific 
types of application data , content servers , and client devices , 
persons skilled in the art will appreciate that the systems and 
techniques described herein are applicable to other types of 
application data , content servers , and client devices . The 
foregoing description and drawings are , accordingly , to be 
regarded in an illustrative rather than a restrictive sense . 
10090 ] The flowchart and block diagrams in the figures 
illustrate the architecture , functionality , and operation of 
possible implementations of systems , methods and computer 
program products according to various embodiments of the 
present invention . In this regard , each block in the flowchart 
or block diagrams may represent a module , segment , or 
portion of code , which comprises one or more executable 
instructions for implementing the specified logical function 

( s ) . It should also be noted that , in some alternative imple 
mentations , the functions noted in the block may occur out 
of the order noted in the figures . For example , two blocks 
shown in succession may , in fact , be executed substantially 
concurrently , or the blocks may sometimes be executed in 
the reverse order , depending upon the functionality 
involved . It will also be noted that each block of the block 
diagrams and / or flowchart illustration , and combinations of 
blocks in the block diagrams and / or flowchart illustration , 
can be implemented by special purpose hardware - based 
systems that perform the specified functions or acts , or 
combinations of special purpose hardware and computer 
instructions . 
What is claimed is : 
1 . A method for designing and generating a smart object , 

the method comprising : 
receiving a first input indicating a smart object behavior 

of a smart object that includes a smart device embedded 
in a three - dimensional ( 3D ) object ; 

in response to the input , generating computer instructions 
for the smart device , wherein the computer instructions , 
when executed by the smart device , cause the smart 
object to implement the smart object behavior ; and 

transmitting the computer instructions to the smart device . 
2 . The method of claim 1 , wherein the computer instruc 

tions cause the smart device to generate at least one of a text 
display , an image display , a screen - based light output , a 
sound output , and a haptic output . 

3 . The method of claim 1 , further comprising : 
receiving a 3D model of the 3D object ; 
defining a cavity within the 3D model that accommodates 

the smart device ; and 
separating the 3D model of the 3D object into a first half 

and a second half via a separation surface . 
4 . The method of claim 3 , further comprising : 
adding an alignment pin to the first half ; 
adding an alignment hole to the second half , wherein the 

alignment hole aligns with the alignment pin when the 
first half and the second half are joined . 

5 . The method of claim 3 , prior to defining the cavity , 
receiving a second input indicating what smart device is to 
be embedded in the 3D object . 

6 . The method of claim 3 , prior to defining the cavity , 
receiving a second input indicating a location within the 3D 
object for the smart device . 

7 . The method of claim 3 , wherein the cavity is configured 
to leave at least a portion of one surface of the smart device 
exposed when the smart device is embedded in the 3D 
object . 

8 . The method of claim 1 , further comprising modifying 
the 3D model to include a mechanism that enables a physical 
input to be received by the smart device while embedded in 
the 3D object . 

9 . The method of claim 1 , further comprising modifying 
the 3D model to include a mechanism that enables the smart 
device to implement the smart object behavior while embed 
ded in the 3D object . 

10 . A non - transitory computer readable medium storing 
instructions that , when executed by a processor , cause the 
processor to perform the steps of : 

receiving a first input indicating a smart object behavior 
of a smart object that includes a smart device embedded 
in a three - dimensional ( 3D ) object ; 
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in response to the input , generating computer instructions 
for the smart device , wherein the computer instructions , 
when executed by the smart device , cause the smart 
object to implement the smart object behavior , and 

transmitting the computer instructions to the smart device . 
11 . The non - transitory computer readable medium of 

claim 10 , wherein the first input is generated and received 
via a visual programming interface . 

12 . The non - transitory computer readable medium of 
claim 10 , wherein the smart object behavior comprises a 
response to an event that is detected by the smart device . 

13 . The non - transitory computer readable medium of 
claim 12 , wherein the smart device detects the event via at 
least one of a camera , a magnetometer , a global positioning 
system , a microphone , a touchscreen , a Web interface , or an 
accelerometer . 

14 . The non - transitory computer readable medium of 
claim 10 , wherein the computer instructions cause the smart 
device to generate at least one of a text display , an image 
display , a screen - based light output , a sound output , and a 
haptic output . 

15 . The non - transitory computer readable medium of 
claim 10 , further comprising : 

receiving a 3D model of the 3D object ; 
defining a cavity within the 3D model that accommodates 

the smart device ; and 
separating the 3D model of the 3D object into a first half 

and a second half via a separation surface . 
16 . The non - transitory computer readable medium of 

claim 15 , further comprising : 

adding an alignment pin to the first half ; 
adding an alignment hole to the second half , wherein the 

alignment hole aligns with the alignment pin when the 
first half and the second half are joined . 

17 . The non - transitory computer readable medium of 
claim 15 , prior to defining the cavity , receiving a second 
input indicating what smart device is to be embedded in the 
3D object . 

18 . A system , comprising : 
a smart object that includes : 

a three - dimensional ( 3D ) object configured to accom 
modate a smart device with a cavity ; and 

the smart device ; and 
a computing device that includes : 

a memory that stores instructions , and 
a processor that is coupled to the memory and , when 

executing the instructions , is configured to : 
receive a first input indicating a smart object behav 

ior of the smart object ; 
in response to the input , generating computer 

instructions for the smart device , wherein the 
computer instructions , when executed by the 
smart device , cause the smart object to implement 
the smart object behavior ; and 

transmitting the computer instructions to the smart 
device . 

19 . The system of claim 18 , wherein the smart device 
executes the computer instructions while disposed in the 
cavity . 

20 . The system of claim 18 , wherein the 3D object 
includes a physical feature that enables the smart device to 
implement the smart object behavior . 

* * * * 


