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ABSTRACT 

Ray pointing techniques such as laser pointing have long 

been proposed as a natural way to interact with large and 

distant displays. However we still do not understand the 

differences between ray pointing alternatives and how they 

are affected by the large size of modern displays. We 

present a study where four different variants of ray pointing 

are tested for horizontal targeting, vertical targeting and 

tracing tasks in a room-sized display that covers a large part 

of the user‟s field of view. Our goal was to better under-

stand two factors: control type and parallax under this sce-

nario. The results show that techniques based on rotational 

control perform better for targeting tasks and techniques 

with low parallax are best for tracing tasks. This implies 

that ray pointing techniques must be carefully selected de-

pending on the kind of tasks supported by the system. We 

also present evidence on how a Fitts‟s law analysis based 

on angles can explain the differences in completion time of 

tasks better than the standard analysis based on linear width 

and distance. 
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Large displays, ray pointing, distant pointing, image-plane, 

targeting, tracing, index of difficulty, ISO 9241, parallax. 

ACM Classification Keywords 

H5.m. Information interfaces and presentation (e.g., HCI): 

Miscellaneous.  

INTRODUCTION 

People often interact with a large digital display by distant 

pointing, or directly pointing at the display with their fin-

ger, laser pointer, or other input device. Ray pointing is a 

class of techniques that uses ray casting (the intersection of 

a ray with a surface) to determine where a person is point-

ing to, i.e., the precise cursor position on the distant display. 

Ray pointing is advocated as a natural interaction technique 

with these displays [2,18] as: it does not require any physi-

cal surface to operate on (as opposed to mouse-based point-

ing) [26,25]; it gives access to distant locations without 

requiring displacement (as opposed to direct-input) [19,29]; 

it is easily understood by people as it builds upon everyday 

pointing gestures [29]; and it allows multiple users to inte-

ract on the same display without their bodies physically 

getting in the way [16]. Thus it is no surprise that ray point-

ing is increasingly used in both commercial and research 

systems, especially for large horizontal and vertical displays 

[28,6,19,16]. Even game consoles are shifting towards ray 

pointing for interaction (e.g., Nintendo Wii). 

Digital displays are becoming increasingly large, with many 

sites now reporting one or more wall-sized displays. The 

issue is that there are many different ray pointing tech-

niques, and we do not understand the differences between 

their performance characteristics, especially in terms of 

how they are affected by these very large displays. While 

there is prior work on ray pointing, it is limited. Some con-

centrate on specific type of ray pointing (laser pointing) 

[25,13], neglecting other alternatives. Others limit pointing 

activity almost exclusively to targeting tasks [13,11]. 

Moreover, such targeting is often studied only within small 

display areas, i.e., where pointing ranges cover only a small 

part of the visual angle of users [15,13]. 

In this paper we study four different variants of ray pointing 

techniques over a large display, where people perform both 

targeting and tracing tasks. Our variants cover a wide spec-

trum of ray pointing possibilities: laser pointing, arrow 

pointing, image-plane pointing and fixed-origin pointing. 

As will be explained, the first three are commonly used in 

real-life activities such as art and sports. 

 

 

Figure 1. Four variants of ray pointing: A) laser, B) arrow, C) 

image-plane and D) fixed-origin. 
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Specifically, we conducted three studies that tested the four 

techniques for horizontal targeting, vertical targeting, and 

tracing tasks on a room-sized display that covers a large 

part of the user‟s field of view (>90°). Our study differs 

from previous work in three fundamental ways: 

 We compare several quite different ray pointing va-

riants rather than investigate just a single method; 

 We test tracing tasks as well as the usual targeting;  

 We specifically consider issues associated with very 

large displays, e.g., when comparing displayed objects 

in front of the person vs. at the side, the person will see 

these objects at quite different distances and angles.  

Our results show that techniques based on rotational control 

(laser pointing and arrow pointing) perform better for tar-

geting tasks, while techniques with low parallax (arrow 

pointing and image-plane pointing) are best for tracing 

tasks. This implies that ray pointing techniques must be 

carefully selected depending on the kind of tasks supported 

by the large display. 

We also found that targeting and tracing tasks are heavily 

affected by the location on the large display in which they 

take place. We present evidence on how a Fitts‟s law analy-

sis based on angles vs. the standard linear width and dis-

tance approach explains differences in completion time of 

tasks better. 

The remaining of the paper is organized as follows. We 

explain ray pointing fundamentals, and describe the tech-

niques and review previous research in the area. We then 

describe the experiment and results. We conclude with a 

detailed discussion of the implications of the findings.   

RAY POINTING FUNDAMENTALS 

We now describe the particular ray pointing techniques we 

use and how we implemented them in our study. 

We define generic ray pointing as any cursor-movement 

technique that determines the position of the cursor through 

the intersection of a ray with a distant object or surface (see 

Figure 2, left). For our purposes, the distant object or sur-

face is a large display. 

  

Regular Laser Pointing 

The most common ray pointing variant is laser pointing. 

Here, the ray is specified directly by the position and direc-

tion of a physical device (Figure 1a). The device might or 

might not be an actual laser; in fact, the only requirement is 

that the computer system has a way of determining the in-

tersection of the ray with the screen surface. For example, 

vision technology or special markers on the hand recogniz-

es finger postures as a pointing device [28]. 

Laser pointing has been proposed and implemented for cur-

sor control many times (e.g., [2,18,6,1,25,5,27]). It is often 

referred to as distant pointing, remote pointing or virtual 

pointing. In our study, we implement a laser pointer via an 

infrared-marked wand tracked in 6DOF. 

Arrow Pointing 

Arrow pointing is a variant of laser pointing, where we con-

straint the use of the laser pointer to be somewhat aligned 

with the user‟s eye (Figure 1.B). This mimics the real life 

way people aim when great precision is required (e.g., when 

using bow and arrow, or playing darts). Our implementation 

is identical to laser pointing, except now people are in-

structed to constrain their use of the wand by looking down 

its shaft at the screen, i.e., as if it were an arrow.   

Image-Plane Pointing 

An alternative ray pointing technique comes from the visual 

arts. Painters are often taught to place their thumb at arm‟s 

length between their eye and a painting to estimate the sizes 

and positions of painted objects. This technique has long 

been adopted in the field of virtual reality, where it is re-

ferred to as image-plane manipulation, occlusion selection, 

or the crushing heads technique [22,7,31,4,30, 12]. 

The mechanism of image-plane based pointing is simple: 

instead of determining the ray through the position and 

orientation of a pointing device, the ray is determined 

through two points in space: the user‟s eye location, and 

another point in space that the user can control (e.g., the 

position of the tip of the thumb, of a pen, or the point of a 

pointing device – Figure 1.C). The effect is that the user can 

see the cursor aligned with the thumb (or device) in her 

field of view, even if they are actually at different depths 

(Figure 3). To a certain extent, image-plane pointing is sim-

ilar to direct-input techniques (e.g., direct-touch) in that 

feedback and input overlap in the visual space of the user. 

 
Image-plane techniques require tracking (or approximating) 

the eye position, and are usually calibrated so that the do-

minant eye image aligns the finger or device with the cursor 

(however, binocular focusing on the distant surface still 

implies that two separate images of the finger or device are 

perceived by the user as in Figure 3). In our studies we ap-

proximate eye position – the first point of the ray – in real 

time by placing markers on a hat; a person calibrates the 

vector between hat and eye before interaction by specifying 

 

Figure 3. Image-plane pointing seen binocularly and focused 

on the distant display (the cursor is displayed on the screen). 
 

Figure 2. Left) Ray pointing specifies the location of the cursor 

through the intersection of a ray (s) with the display surface. 

Center) the ray (s) can be specified through a point (A) and a 

direction, or Right) through two points (A and B) 
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the position of their dominant eye with another marker. We 

use the tip of a wand to specify the second point of the ray.  

Fixed-Origin Pointing 

We can relax image-plane pointing by placing one of the 

two points of the ray onto any fixed location (instead of the 

eye). The user still controls the other point, or may even 

control the two points separately (e.g., one with each hand). 

The former alternative – which is the one we study – was 

explored somewhat by Shoemaker and colleagues in sha-

dow reaching [23]. Shadow reaching allows the control of a 

large display through the shadow cast by a person on a 

large display illuminated from a fixed point behind the per-

son. Because shadows are cast in straight lines, shadow 

reaching is geometrically equivalent to fixing point A on 

the location of the light source and using the pointing ges-

ture of the person (usually the finger) as point B. Shoemak-

er et. al. also speculate using a virtual light source that 

would move with the user at a certain fixed distance. The 

latter alternative (allowing the user to control both points) is 

akin to pointing using the position and direction of an elas-

tic band held with two hands. 

We tested only fixed-origin pointing, where the origin point 

of the ray is fixed in space. The user controls the other point 

to specify the ray‟s direction. We use an origin point near 

the bellybutton of the user so that the required pointing de-

vice movements are somewhat similar to shadow reaching, 

where the light source is located close to the floor and be-

hind a person. 

RELATED STUDIES 

Previous research in ray pointing falls mostly into two cate-

gories: laser pointing studies for interaction on distant dis-

plays, and virtual reality techniques for manipulation of 

objects in 3D environments. At the end of this section we 

also discuss enhancements to ray pointing techniques. 

Laser Pointers for Large Displays 

Thanks to the studies in this first category we now know a 

great deal about laser pointing. For example, MacKenzie 

and Jusoh [13] and Stuerzlinger and Oh [25] showed that 

laser pointing targeting performance is poor compared to 

the mouse (and around 1.4b/s or 3.0b/s respectively). Peck 

[21] parameterized the jitter of a laser pointer spot in terms 

of angle, and suggests that grip affects it. Myers and col-

leagues [14] studied the effect of different grips and post-

ures, and found reduced jitter with a PDA-pointer held with 

two hands. Kopper and colleagues [11] proposed several 

models for pointing tasks on very large displays that take 

distance into account.  

Most studies of pointing for large displays, with the excep-

tion of [9], only test laser pointing techniques. Our study 

compares a broader range of ray pointing techniques. At the 

same time, we pay special attention to the effects of very 

large displays in performance (similar to [11]). 

Pointing in VR 

The variety of pointing techniques studied in the Virtual 

Reality literature is broader, since image-plane techniques 

are easy to implement (the required tracking of head or eyes 

is already present). In general, studies comparing image-

plane selection to ray casting (laser pointing) for manipula-

tion of 3D objects in 3D spaces have found that the image 

plane method is generally faster [12, 3, 4, 31, 30]. This led 

Hill and Johnson [7] to propose an interaction manipulation 

framework based on image-plane techniques. However, 

most of the above-mentioned studies concern 3D tasks, 

which can be radically different to the 2D tasks that are our 

concern. It is not yet clear whether image-plane techniques 

will provide performance advantages for pointing to large 

2D surfaces. 

Laser Pointer Enhancements 

Several enhancements have been proposed that modify or 

improve the operation of ray pointing and distant pointing 

interaction. For example, laser pointers are often filtered [6, 

28], its CD gain altered [10], alternative modalities blended 

into the action [27], and snapping mechanisms added [27, 

15]. We know that some of those mechanisms may improve 

pointing (e.g., fitering) but these also imply trade-offs (e.g., 

filtering implies delay [20], and semantic snarfing [15] 

makes it harder to operate with empty space). We chose not 

to alter the basic elements of pointing partly because these 

modifications can introduce a large number of parameters 

that can obscure fundamental effects we are after. 

RAY POINTING PERFORMANCE FACTORS 

There are many possible factors that might affect ray point-

ing performance (e.g., grip, number of hands and filtering 

[14, 6]). In our study we concentrate only on control type 

and parallax, as described below.  

Table 1. Technique classification according to the factors. 
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Control 

Rotational Positional 

None Laser pointing Image-plane 

Some Arrow pointing Fixed-origin 

Control Type 

As explained previously, the ray of ray pointing can be spe-

cified through two points, or through a point and a rotation. 

Although geometrically equivalent, our four control types 

(Table 1) result in different types of end-user movement. 

For example, people that use laser pointing and arrow 

pointing specify the position of the cursor mostly through 

the rotation of the device (we call this the rotational control 

type), whereas image-plane and fixed-origin techniques 

only require the specification of a single position on space 

and the orientation of the limbs or the device is mostly irre-

levant (we call this the positional control type).  Within 

these categories, we studied our four previously described 

methods, chosen as they represent design points in the de-

sign space defined by these two factors (Table 1). 

Parallax 

Our other factor of interest is visual parallax. We define 

visual parallax as the distance between the center of rota-



 

tion used to specify the pointing direction (usually a device) 

and the point of view of the user. In real-life aiming activi-

ties, parallax is usually avoided if precision is important. 

For example, sharp shooters align themselves in the direc-

tion of their weapons so that the line of view coincides with 

the shooting direction.  

 
Our four techniques vary how people perceive parallax. The 

image-plane technique is, by definition, devoid of parallax. 

Arrow-pointing transforms laser pointer into an almost pa-

rallax-free technique, as the person aligns the pointing de-

vice with her line of sight.   

EXPERIMENT 1: HORIZONTAL TARGETING 

Our first experiment tested targeting in the horizontal di-

mension. We were interested in testing targeting separately 

on this dimension because large displays (e.g., room-sized 

displays) tend to be much broader than tall, which implies 

that any effects due to the size of the display and the obliq-

uity of distant areas would be most evident in these tasks, 

especially if the participant is close to the screen (Figure 5).  

 
Apparatus 

We used a large wall display (292cm x 109cm) composed 

of 4x2 modular back-projected displays, each one with a 

resolution of 1024x768px (for a total of 4096x1536px). The 

modular displays are adjacent to each other with just-

perceptible but very narrow image seams (under 2mm). The 

displays rest on a table 76cm high so that the participant‟s 

head lines up approximately with the center of the top row 

of displays (see Figure 6).  

To accentuate the effects of large display widths, we asked 

participants to stand on a location approximately 73cm 

from the display and 36cm from its right edge – see Figure 

6). From this point of view, the display covered approx-

imately 100º of the user‟s horizontal field of view, and 68º 

vertically. 

 

We implemented the ray pointing variants using a 25cm 

wand and a cap equipped with reflective markers, whose 

positions were tracked by a VICON® motion capture sys-

tem. The position of the dominant eye of the user was up-

dated in real time by suing the position and orientation of 

the cap and the calibration data obtained before each block 

that involved the image-plane technique. Participants se-

lected targets by clicking a mechanical button held in their 

non-dominant hand (we used a separate button, as pressing 

a button on the wand could affect its stability). 

Experimental software ran on a Core 2 Quad PC running 

Windows XP. Software was built on the .NET platform and 

used WPF for presentation. Both image and input were re-

freshed at a rate well above interactive rate (approx 50Hz 

refresh rates for display and input). 

Task 

The horizontal task follows the ISO 9241-9 one-direction 

tapping test recommendation [8]. Participants had to alter-

nately move the cursor onto each of the target positions that 

composed a path, and click within its boundaries. The tar-

gets were vertical bands that covered the whole height of 

the display (see Figure 5 and Figure 6). 

Targeting tasks varied in the width of the targets (100, 200 

and 400px – 7.1, 14.2 and 28.5cm), the distance between 

target centers (1024, 2048 and 3072px – 73, 146 and 

219cm), the position of the targets along the screen, and the 

direction (left-right or right-left). Figure 6 shows a diagram 

with the four different paths, which multiplied by three dif-

ferent widths and two directions result in 24 distinct target-

ing tasks. Visual feedback of errors was provided in the 

form of color changes of the target. 

Participants 

Twelve participants recruited from a local university (4 

female, 8 male; 24 to 36 years old) took part in the study for 

$15 remuneration. All participants were right-handed. 

Procedure and Design 

After signing a consent form each participant provided 

some basic demographic information, was tested for eye 

dominance (to determine the dominant eye for the image-

plane technique), and received instruction in the four ray 

pointing techniques. 

 
Figure 6. Experimental setup and horizontal paths 
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Figure 5. Horizontal task with two distant targets as seen from 

behind the participant (approximation). 

 
Figure 4. Parallax causes that α ≠ α’.  
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Technique order was counterbalanced across subjects using 

a random Latin square design. Participants underwent a 

block of training for each technique (24 individual trials per 

technique involving all distances, positions and target 

widths), and then, in the same order, two separate blocks of 

actual trials for each technique with three repetitions per 

individual task. Tasks were presented in order of increasing 

distance between targets and decreasing target width. After 

the end of the each technique‟s trials of the second block, 

the participants were asked to rate the perceived workload 

through a NASA TLX questionnaire [17]. 

At the end of the experiment, participants were asked to 

rank the techniques according to speed, accuracy, physical 

effort, and general preference. The entire experimental pro-

cedure took approximately 1hour. 

Measures and Analysis Methodology 

For each trial we measured completion time, location of the 

cursor during the click, and whether it missed the target 

(error). We designed the experiment and the analysis to 

conform to the ISO 9241-9 recommendations [8] as well as 

the Fitts‟s study guidelines provided in [24]. 

As Soukoreff and MacKenzie recommend, we planned er-

ror and completion time comparisons as well as throughput 

comparisons. This requires the calculation of the index of 

difficulty of each task according to Fitts‟s law: 

 

D is the distance between targets and W the width of tar-

gets. However, in a very early stage of the research we rea-

lized that targeting tasks have different difficulties depend-

ing on their location on the display and the direction of tar-

geting. Consider Figure 5: at the very least, targeting into 

the farthest region of the display (a distant target) should be 

harder than targeting onto the near target. Following rea-

soning parallel to Kopper and colleagues [11], we antic-

ipated that the standard Fitts‟s model would not capture 

targeting time differences that can be derived from the 

geometrical relationships between the person, the display, 

and the target. Therefore we performed two regressions on 

the data, one with the standard (linear) version of Fitts‟s 

index of difficulty (IDLinear), and one with a variant of the 

formula that substitutes D and W for the subtended angles 

of D and W from the location of the user (see Figure 7): 

 

The subtended angles are calculated through standard trigo-

nometric procedures with the generic formula: 

 

x1 and x2 correspond to the horizontal coordinates of the 

extreme points of the linear distance whose angle we are 

calculating (see Figure 8). In our experimental setup, IDLi-

near and IDAngular calculations proved substantially different 

from each other because of the large size of the display and 

the position of the user. Figure 9 plots the IDLinear of all 

tasks against their IDAngular. 

 

 

 
If, as we hypothesize, IDAngular predicts performance signifi-

cantly better than IDLinear across participants, it would make 

sense to use this instead to calculate throughput. In either 

case, for the throughput calculation we apply the effective 

width corrections as argued in [24]. The calculation of the 

angle was done using a point 73cm in the direction perpen-

dicular to the top right modular display, which approx-

imates the position of the head of the user. 

Results 

We begin with our analysis of fit of the linear and angular 

models, follow by the performance analysis, and end with a 

summary of the subjective measures results. We performed 

analysis on throughput, time and error for all tasks. Due to 

space restrictions, we omit reporting those analyses that are 

redundant.  

Analysis of fit 

We did a per-participant, regression analysis of trial com-

pletion time for each technique. Using IDLinear as a predictor 

 

Figure 9. Relationships between linear IDs and angular IDs. 
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Figure 8. Calculation of subtended angle between x1 and x2 
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Figure 7. Geometrical relationships between D, W, δ and ω. 
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variable shows an average R
2
 = 0.33. For IDAngular, the aver-

age is R
2
 = 0.61. That is, using the standard ID accounts for 

only 33% of the variance when used to predict the duration 

of a horizontal targeting movement. The angular model is 

much better, as it accounts for roughly twice that propor-

tion. In every single case (all techniques, all participants), 

the fit of the angular model was superior to the linear mod-

el. All p-values of the regression‟s ANOVA for both mod-

els are under 0.001, indicating that the probability of getting 

these results due to chance is extremely low. 

The same two-fold improvement is apparent when we try to 

fit all data (including differences between participants and 

between techniques) to particular IDs. With the linear mod-

el, the fit is 20% (R
2
 = 0.20). The same regression with the 

angular model results in an average fit of 38% (R
2
 = 0.38). 

Analysis of performance measures 

On average, the fastest technique was laser pointer (μ = 

1015ms) followed by arrow pointing (μ = 1057ms), image-

plane pointing (μ = 1139ms) with fixed-origin pointing as 

the slowest (μ = 1168ms). A repeated-measures ANOVA of 

throughput (which amalgamates accuracy and speed meas-

ures) with technique and task as factors shows a strong ef-

fect of technique (F3,33 = 9.99, p < 0.001, η
2
 = .47), where 

the ordering of average throughput is the same as for com-

pletion times (μlaser = 4.05b/s, μarrow = 3.8b/s, μimage-plane = 

3.6b/s, μfixed-origin = 3.4b/s). Post-hoc tests (corrected for 

multiple comparisons) show strong statistical differences 

between laser and the two worst performing techniques 

(image-plane and fixed-origin – both p < 0.004), while it 

shows differences that approach statistical significance be-

tween laser and arrow (p < 0.02) and arrow and fixed origin 

pointing (p < 0.022). 

 
For error analysis, we performed a non-parametric paired-

samples test (Friedman) which shows a significant effect of 

technique on number of errors (χ
2
(12) = 10.4, p < 0.015). 

Fixed-origin pointing was the technique with the largest 

number of errors (6.3%) followed by arrow pointing 

(5.15%), laser pointing (4.1%) and image-plane pointing 

(3.5%).  

To summarize, the results of this section indicate a general 

advantage of laser pointing over image-plane and fixed-

origin pointing, whereas arrow pointing finds itself some-

where in between these two groups.  

Analysis of subjective measures 

Non-parametric paired-measures tests of the subjective 

workload NASA TLX questionnaires only yielded signifi-

cant differences between techniques in the physical demand  

(χ
2
(12) = 9.4, p < 0.024) and effort questions (χ

2
(12) = 8.3, 

p < 0.039). The mean answers to these questions are shown 

in Figure 11). Consistent with performance measures, par-

ticipant preference rankings favored laser and arrow and 

placed fixed-origin pointing as the least-liked (see Table 2). 

 

Table 2. Preference ranks for the horizontal targeting task. 

  Best     Worst 

  1 2 3 4 

Laser  7 3 2 0 

Arrow  4 2 3 3 

Image-Plane  1 5 4 2 

Fixed-Origin  0 2 3 7 

Experiment 2: Vertical Targeting 

Our second experiment tests vertical targeting tasks with a 

double purpose: to generalize the performance results of the 

horizontal task to vertical movements, and to investigate the 

effects of the different aspects of parallax in performance. 

Our techniques were chosen to vary in the amount of paral-

lax (laser pointing and fixed-origin pointing have large pa-

rallax, whereas arrow pointing and image-plane pointing 

have little or no parallax). However, parallax does not af-

fect the horizontal targeting task because the direction of 

movement is perpendicular to the direction of parallax (i.e., 

horizontal movement angles are similar for hand and eye, 

whereas vertical movement angles are very different). Even 

so, we hypothesized that parallax might affect a vertical 

task since the targets cover different angles from the eye or 

from the pointing device. 

Apparatus 

The apparatus and the location of the participant with re-

spect to the screen was the same than in experiment 1. The 

task was performed on only two rightmost display modules 

(see Figure 12). 

Task 

The vertical task was equivalent to the horizontal task, but 

in the vertical direction. Pairs of targets were as wide as the 

modular displays in front of the user, and located at differ-

ent heights. 

  
Figure 11. Average physical demand and effort responses (out 

of a 7-point Likert scale) in the horizontal targeting task (low-

er means less effort and less physical demand respectively). 
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Figure 10. Throughput values (in bits/s) for the horizontal 

targeting task. Error bars represent standard error. 
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Targeting tasks varied in the height span of the targets (50, 

100, and 200px – 37, 73 and 146cm), the position of the 

targets along the screen (centered at 13.7, 54.7, and 95.8cm 

from the top of the display) and the path. Figure 12 (right) 

shows diagrams of the three different paths. This results in 

18 distinct targeting tasks when combined with three differ-

ent widths and two directions (3x3x2). 

Participants 

A different set of 12 participants (5 female, 7 male; 20 to 40 

years old) took part in the study for $15 remuneration. Ex-

periment 2 and 3 shared the same participants. 

Procedure and Design 

The general procedure was identical to experiment 1, ex-

cept that participants performed all tasks from experiment 2 

and then all tasks from experiment 3 within the same ses-

sion before they filled the questionnaires (ranking and 

NASA TLX). 

For the vertical targeting task participants carried out three 

blocks of trials, the first of which was considered training. 

Each block contained five repetitions of each of the differ-

ent targeting tasks with each of the techniques. The tasks 

were presented in increasing order of distance between tar-

gets and decreasing target height. 

Measures and Analysis Methodology 

For each trial we measured completion time, location of the 

cursor during the click, and whether it missed the target 

(error).  

Since the display we used for our experiment is much 

broader than tall, we did not expect to find important differ-

ences in fit between the angular and linear models; never-

theless we ran regressions with both and used the better 

fitting model to calculate throughput. For the angular model 

calculations we used again a fixed point in space that ap-

proximates the position of the user‟s eyes. 

Results 

Analysis of fit 

We run regressions of the data with the angular and linear 

models and found that the linear model to have a slightly 

(but statistically significant) better fit than the angular mod-

el (R
2

Linear = 0.37 > R
2

Linear = 0.33). Calculations of 

throughput were thus based on the linear model. 

Analysis of performance measures 

The averages of task completion times are identical to those 

found in the horizontal tasks (μlaser = 391ms, μarrow = 421ms, 

μimage-plane = 453ms, μfixed-origin = 453ms). For throughput, the 

repeated-measures ANOVA shows a strong effect of tech-

nique as well (F3,33 = 8.5, p < 0.001, η
2
 = .43). For the ver-

tical task, arrow had the highest average throughput (μ = 

3.89b/s), followed by laser (μ = 3.82b/s), image-plane (μ = 

3.48b/s), and fixed-origin pointing (μ = 3.47b/s). The 

throughput rankings are in slightly different order because 

throughput depends of both speed and errors. 

 
The post-hoc tests show statistically significant differences 

between laser and image-plane (p<0.001), laser and fixed-

origin (p<0.003), arrow and image-plane (p<0.003) and 

arrow and fixed-origin (p<0.009 – this last one is only mar-

ginally significant with the Bonferroni adjustment for mul-

tiple comparisons α = 0.05/6 = 0.0083).  

The Friedman test for errors shows statistical differences 

(χ
2
(12) = 9.14, p < 0.027). For vertical tasks, fixed-origin 

pointing has again the largest error rate (3.6%), followed by 

laser (3.4%), arrow (3.2%) and with image-plane again as 

the most accurate (2.1%). 

In summary, performance in the vertical task is similar to 

the horizontal task, except that post-hoc tests show more 

power: we can completely separate techniques in two 

groups of performance, with laser and arrow outperforming 

the rest. 

Analysis of subjective measures 

Because experiments 2 and 3 were grouped, the post-study 

questionnaire will be discussed as part of experiment 3. 

Experiment 3: Tracing 

Finally, we examined the performance of our techniques 

with a tracing (aka steering) task. 

Apparatus 

The apparatus was identical to experiment 2, although trac-

ing tasks took place across the whole width of the display.  

Task 

The screen presented a rectangle (a „tunnel‟) with a square 

at one end (Figure 14). Participants were instructed to enter 

the rectangle through the non-square entrance, and reach 

the square while remaining within the rectangular tunnel. 

When the square was reached, it disappeared and a square 

appeared at the other end starting a new trial (Figure 14). 

The tunnels were always 384x96 pixels (27.4x6.8cm), 

which results in a tracing index of difficulty of 4 

(length/width). However, they appeared in four different 

 

Figure 13. Throughput (in bits/s) for the vertical targeting 

task. Error bars represent standard error. 
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Figure 12. Vertical task angles and paths. 
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locations (centered on the modular displays at the corners 

of the display wall) and with two different orientations (ho-

rizontal and vertical), for a total of eight different tracing 

tasks (see Figure 14). We did not consider different direc-

tions (e.g., top-bottom and bottom-top) as different tasks 

because the angles covered are the same, i.e., they are inde-

pendent of the tracing direction. For error feedback, we 

changed the tunnel‟s outline color when the subject moved 

the cursor outside of it. 

 

Participants 

Participants were the same than in experiment 2. 

Design 

Participants carried out three blocks of tracing tasks for 

each technique, with the first block for training. For each 

block, participants performed six repetitions of each of the 

eight tasks for each technique. Tasks were presented always 

in the same order (vertical to horizontal, top to bottom, left 

modular display to right modular display). 

Measures and Analysis Methodology 

For each trial we measured completion time and average 

distance to the longitudinal line of the tunnel. 

We tested the model fit with linear and angular measures 

(analogous to those in experiment 1). For the calculation of 

ID in tracing we used the formula suggested by the ISO 

9241-0 standard: 

 

D is the length of the tunnel and W is the width that the 

cursor can move transversally without leaving of the tunnel 

(our cursor was considered to be of zero diameter). 

For the angular calculations, we used approximations based 

on the perceived angles of width and length at the center of 

each tunnel. Angles were calculated from the same fixed 

point used for experiment 1. Angular IDs for the eight tasks 

range from 1.27 to 12.60b/s. As for experiment 1, we would 

use the IDs of the model that offered the best fit for the 

throughput calculation, and apply the corresponding ad-

justment for accuracy. 

Results 

Analysis of fit 

The angular model shows an average fit of the data compa-

rable to the fit for the horizontal targeting task (R
2
 = 0.50). 

Since we only tested one linear index of difficulty, compar-

ing the fit of both models is equivalent to testing whether 

the angular regression is significant. The ANOVA test 

measure of the angular regression does exactly that. This 

result held in all but one of the 48 regressions (12 partici-

pants x 4 techniques), with p < 0.002. An omnibus regres-

sion using all participants and all techniques simultaneously 

produced a p < 0.0001, and R
2
 = 0.37. 

Analysis of performance measures 

The repeated-measures ANOVA of throughput calculated 

from the angular indexes of difficulty shows a strong main 

effect of technique (F3,33 = 12.227, p < 0.001, η
2
 = .53). Im-

age-plane had, on average, the highest throughput (μ = 

107b/s), followed by arrow (μ = 83b/s). Laser and fixed-

origin exhibited much lower performance (μlaser = 56b/s, 

μfixed-origin = 65b/s). Post-hoc tests statistically differentiate 

image-plane from laser and fixed-origin (both p < 0.002), 

and arrow from laser (p < 0.001). Note that the throughput 

values for tracing are not necessarily comparable with those 

of targeting, and that the adjustment for accuracy suggested 

in [24] greatly increases the effective angular IDs. 

 

A repeated-measures ANOVA of the average deviation 

with respect to the middle of the tunnel also shows a strong 

effect of technique (F3,33 = 4.9, p < 0.006, η
2
 = 0.30). The 

most accurate technique was image-plane (μ = 18.4px) fol-

lowed by the rest in a very tight group (μarrow = 21.7px, μlaser 

= 22.8px, μfixed-origin = 22.8px). Post-hoc tests only show 

statistically significant (or marginally significant) differ-

ences between image-plane and the rest. 

Analysis of subjective measures 

As the post-study questionnaire encompassed experiments 2 

and 3, the subjective measures reflect the opinions of sub-

jects in both tasks (vertical targeting and tracing). 

The measures of the NASA TLX only showed statistical 

differences between techniques for the physical demand 

question (χ
2
(12) = 7.8, p < 0.024). Interestingly, subjects 

judged the arrow as the least physically demanding tech-

nique, whereas the horizontal targeting task arrow was con-

sidered the second most demanding. 

Table 3. Preference ranks for experiment 2. 

  Best     Worst 

  1 2 3 4 

Laser 2 2 5 3 

Arrow 5 5 2 0 

Image-Plane 1 5 1 5 

Fixed-Origin 4 0 4 4 

 
Figure 15. Throughput (in b/s) for the tracing task. Error 

bars indicate standard error. 
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Figure 14. Tracing task tunnels and positions. 



The preference rankings (Table 3) also show very different 

results than experiment 1.  

DISCUSSION 

We discuss the findings around three topics: the ray point-

ing technique variants, the effect of the large display, and 

the limitations of the experiments.   

Differences Between Ray Pointing Variants 

Our targeting experiments revealed differences in targeting 

performance of up to 10%. Arrow and laser (both rotational 

techniques) performed better than their positional counter-

parts, even for vertical targeting for which we had hypothe-

sized that parallax would have a strong influence. Counter 

to our intuitions, this suggests that parallax is not important 

for targeting tasks. 

The advantage of rotational techniques over image-plane 

pointing is somewhat surprising because it contradicts the 

mounting evidence from VR studies that found image-plane 

to be more efficient. This evidence implies that targeting 

tasks are different for 3D and 2D environments, and that 

practitioners and designers alike should be careful not to 

extrapolate results from one field into the other, regardless 

of the apparent similarity of the tasks. 

When looking at the tracing task, the story takes a different 

turn: laser pointer is no longer the leading technique. In-

stead, image-plane and arrow (the two parallax-free tech-

niques) perform best, which suggests that parallax is a criti-

cal factor for this kind of task. Designers of large display 

systems should therefore consider how their selection of ray 

pointing technique fits with the expected task (e.g., steering 

vs. selecting). The fact that the same technique can produce 

such different results also opens interesting questions. Will 

users naturally adopt the most advantageous use mode of 

the device? Alternately, how can we design a pointer that 

encourages the best use of the device?  

Overall, our results suggest that arrow is a good choice for 

both task types; it performs close to laser pointing in selec-

tion tasks, and better in steering tasks. Arrow is also rela-

tively cheap to implement compared to image-plane (which 

requires some degree of head-tracking). However, partici-

pants did find arrow-pointing  tiring (at least for the hori-

zontal targeting task). Longer term studies should test 

whether physical effort is really a serious issue. 

We anticipate that the magnitude of differences found in 

our experiments will be relevant in many cases (e.g., when 

performance is very important or errors are very costly). 

More extreme effects are also possible for larger displays 

and smaller targets. Nevertheless, designers should always 

put the magnitude of the effects into context, especially if 

other tradeoffs are in effect (e.g., system comfort, cost).  

Ray Pointing In Very Large Displays 

Our regression analysis in the horizontal targeting and the 

tracing experiments showed strong support for the use of a 

model based on angular vs. linear distances in displays that 

cover a wide angle. This is relevant for the design of inter-

faces of very large displays. For example, an angular model 

predicts large differences between tasks that go from center 

to left of the screen and vice versa, whereas the linear mod-

el does not. 

We are not the first to suggest an angular adaptation of ID 

calculation, but our data strongly supports a model that re-

tains the simplicity and the number of variables of the orig-

inal, with superior fit. The closest previous work by [11] 

suggests complex models with extra variables, and which 

provide only an incremental increase of fit with respect to 

our angular model. 

Although previous research shows much higher R
2
 values 

than ours, this is because they average trial completion 

times before fitting the model. Importantly, that fit measure 

does not account for the natural differences between repeti-

tions of the same task. Our method is certainly not the only 

way to perform regression analysis, but we believe that 

fitting more data helps put the fit differences into perspec-

tive (a small increase in the fit of a model will result in an 

even smaller – or even inferior – fit measure when the data 

includes more of the real variability). 

Limitations 

Any experiment is necessarily limited in the amount of 

conditions and factors that it can test, and ours is not an 

exception. Most notably, our experiment only tested one 

distance from the display. It is possible that other models 

better reflect distance variability, but this remains an open 

question. 

Our evidence on the factors that cause technique perfor-

mance differences is also not definitive. For example, estab-

lishing a strong causal link between parallax and poor trac-

ing performance will require further research. 

It is also possible that the targeting results for the laser va-

riants are exaggerated by the familiarity of the device in 

comparison with the positional techniques. We added sig-

nificant amounts of training to the experiment to avoid this 

problem, but this issue also requires further research.  

Finally, there are a number of small experimental manipula-

tions that should be studied to paint a more complete pic-

ture of ray pointing performance. For example, do variant 

differences interact with the location of the button click, or 

with handedness?  

Lessons for Practitioners 

We summarize the implications for researchers and design-

ers in four main points: 

 If targeting is important, choose laser-style ray pointing  

 For modeling targeting and tracing tasks that span a 

large angle from the point of view of the user, use a 

performance model that takes angles into account 

 For tracing tasks choose parallax-free pointing 

 Training people to use a pointing device from a loca-

tion close to the eye (arrow pointing) provides good 

performance for both targeting and tracing tasks 



 

CONCLUSION AND FUTURE WORK 

As very large displays become more common, it becomes 

increasingly important to provide input mechanisms that are 

appropriate for interaction at a distance. Ray pointing tech-

niques allow convenient interaction at a distance. We 

looked at two factors that influence ray pointing: control 

type and parallax. We tested four ray casting variants and 

two tasks (targeting and tracing), and found evidence that 

control type affects targeting and parallax affects tracing. 

Furthermore, we present an angular adaptation of ID calcu-

lation. This adaptation fits our data better than a linear 

model, suggesting that perceived angle must be taken into 

consideration when designing for large displays. 
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