












 

 

a new tool chosen by moving the knuckle 
over one of the tool icons. 

Finger clipboard. Similar to the above, a 
different part of the finger can assign 
content to that finger. Consider a multi-
finger clipboard, where a user can tem-
porarily store and retrieve an object on a 
finger. Placing a finger’s knuckle atop a 
graphical object will assign that object to 
its fingertip (either copied or cut). 
Touching the surface with that finger 
now pastes that object onto the surface at 
that location. When used as a context 
tool (i.e., the knuckle is placed on an 
empty location), the clipboard contents 
associated with that fingertip is shown. 

Chorded Handparts 
Besides individual handparts, TOUCHID 
can identify chords of two or more rec-
ognized handparts. This offers further 
powers, as different handpart combina-
tions (of the same user) can be recog-
nized as unique commands.  

Combining tool effects. When tool fingers are assigned 
with mixable functions, their chording effect can be quite 
intuitive. Consider a finger-painting application, where a 
person assigned different colors to their fingers. Color mix-
ing happens when different fingers are placed within an 
object. For example, if a person places the blue and yellow 
fingers inside a rectangle, it is filled with solid green. Inter-
esting effects can be done by lifting up or placing down 
other fingers with associated colors, where a person can 
quickly alternate different color combinations without the 
need to remix the color in traditional color choosers. 

Chorded modifiers. In the first section, we described how a 
knuckle can reveal aspects of its associated fingertip (i.e., 
its content or tool). An alternate approach is to use a chord 
combination to modify the behaviour of the tool finger. For 
example, the thumb (or the hand’s wrist) can activate the 
preview function of the finger(s) on the surface. 

Single-Hand Postures  
Instead of chorded handparts, multiple handparts touching 
the surface can have certain meanings based on their rela-
tionship to each other. Even the same handparts may repre-
sent different commands based on their distance and angle 
(e.g., a fist, versus the side of the hand). We created several 
techniques that make use of static and dynamic postures 
using the posture configuration tool of 
TOUCHID. 

Tool Postures. As with our previous exam-
ples, each posture can invoke a tool or func-
tion. For example, we can use the ‘back of 
the hand’ or ‘back of fingers’ posture as a 
context tool revealing all tools and/or clip-
board contents assigned to all fingers. Figure 
8b shows the tools assigned to a person’s 

hand, and Figure 8c displays thumbnail images of clipboard 
data associated to the fingers. As another example, a fist pos-
ture raises a user’s personal files that can be brought into the 
application. The interaction with these files can be restricted 
to its owner. For example, only the owner can make it public 
by dragging it from the personal menu to an empty area on 
the surface (Figure 8d). Likewise, users other than the origi-
nal owner may then not delete or modify someone else’s data 
from the public area on the surface.  

Dynamic postures: Grab’n’Drop. Postures can be dynam-
ic, where changes in the posture can invoke actions. Our 
first example is grab ‘n’ drop, where users ‘grabs’ digital 
content with their hand, and place the content back onto the 
surface at another location. The posture we designed re-
quires the fingertips of all five fingers to be present on the 
surface. Spreading the fingers of the flat hand changes the 
selection area (Figure 9a). Moving the fingers closer to the 
palm is then similar to ‘grabbing’ objects on a surface (i.e., 
making a fist, Figure 9b). Once users grabbed objects, they 
are associated with their hand until they drop them. We 
designed two ways of dropping objects: first, as inverse 
operation, users put their five fingers down and move them 
further apart. Second, they can use their flat hand to draw a 
path along which the objects are aligned (Figure 9c). 

Figure 8. Preview functions: (a) knuckle shows tool assigned to this finger, (b) back of hand 
shows all assigned tools or (c) clipboard, (d) dragging items from a personal menu. 

Interaction technique Example(s)

Identifying 
parts of the 
hand

Tool fingers

• Little finger ‘cuts’, middle finger ‘pastes’ digital objects

• Custom assignments for individual people

• Constrain visual transformations (e.g., scale) to handpart

Preview and context menu
• Knuckle previews tool assigned to fingertip

• Display tool or context menu when knuckle on surface

Finger clipboard • Assign cut or copied objects to individual fingers

Chorded 
handparts

Combining tool effects
• Different colors assigned to each finger; mixing colors by 

placing fingers down simultaneously

Chorded modifiers
• Chord combination (e.g., finger + thumb) previews assigned 

tool of that finger

Single-
hand 
postures

Tool postures
• Back of hand previews clipboard items assigned to 

individual fingers of the hand

• Fist shows personal menu (restricting access)

Dynamic postures: 
grab’n’drop

• Person grabs digital content from table to their hand

• Dropping objects back to table  

Dynamic postures:
pile interaction

• Spreading of fingers can be used to form piles or 
reveal pile items

Two-
handed 
interaction

Precise manipulations
• One hand selects object; fingers of second hand select 

modifier: index finger rotates, middle finger scales, etc.

• Chording fingers for simultaneous operations

Object alignment
• Allowing linear alignment (using both sides of the hand) or 

circular alignment (using fist and side of the other hand) of 
items through combination of hand postures

Source and destination
• First hand: fingertip ‘moves’, knuckle ‘copies’ objects. Index 

finger of second hand determines destination

Select by frame
• L-shape posture with thumb and different fingers allows 

selection of mode (e.g., copy, paste); finger of second hand 
defines second corner of selection frame.  

Table 1. Overview of novel interaction techniques leveraging the knowledge about which 
person, hand, and handpart is touching the surface. 



 

 

Dynamic postures: Interacting with piles. Our second ex-
ample of a dynamic posture illustrates manipulations of 
piles of digital objects. We use the flat hand (i.e., five fin-
gertips plus palm and wrist) and calculate the spread of 
fingers (i.e., the average distance of all fingers). When a 
user places the hand with spread fingers and then reduces 
this spread, items within a given radius around the hand are 
‘contracted’ ultimately forming a pile (Figure 10a). Like-
wise, the inverse operation (i.e., increasing the hand’s 
spread) can be performed on an already existing pile to see 
its items (Figure 10b). Both operations rely on the fingers’ 
spread: the larger the spread, the larger the radius of the 
operation’s influence. 

Two-handed Interaction 
The previous examples made use of handparts from only 
one hand. However, TOUCHID also recognizes both hand-
parts and postures coming from two different hands and 
thus enables easy exploration of two-handed interactions 
(i.e., actions detected by two different gloves worn by the 
same user). Distinguishing users has high importance in 
such interactions to avoid accidental interference. Through 
our toolkit we are able to determine whether the two gloves 
belong to the same user. If this is not the case, multiple 
users may perform different actions. In the following we 
describe several techniques that use such interactions. 

Precise Manipulations. The purpose of this technique is to 
allow precise object manipulations, e.g., scaling along the 
x-axis only, or rotating an object. Similar to Rock and Rails 
[36], we used the non-dominant hand to define the opera-
tion (i.e., scale, rotate) and the dominant one to perform it. 
However, we use the palm of the non-dominant hand to 
define the object the user wants to manipulate, while the 
finger of the dominant hand both defines and executes the 
operation. For example, dragging the index finger rotates 
the object, the middle finger scales along the x-axis, and the 
ring finger scales along the y-axis. Thus, the system is al-
ways aware of the user’s intent without the need of separat-
ing operations. Naturally, chording multiple fingers com-
bines actions. For example, using both middle and ring 
finger scales the object along both axes. 

Object alignment. We also used two-handed interaction to 
align content by modifying Grids & Guides, a technique 
that allows for both linear and radial alignment [10]. The 
original method requires an intermediate step, namely de-
fining grids and guides. Our technique allows both linear 

and circular alignment of objects using both hands. By us-
ing the sides of both hands, objects are aligned between 
them in a linear fashion (Figure 11a). Changing the hands’ 
distance increases/decreases the objects’ spacing. Using the 
side of one hand while the other forms a fist results in cir-
cular placement around the fist’s center (Figure 11b). Here, 
the distance between both postures defines the circle’s ra-
dius. In addition, both techniques rotate items accordingly. 

Source and destination. Dragging objects can have two 
different meanings: move versus copy the object to a de-
fined location. We designed a technique that allows both 
operations: fingertip equals move, and knuckle equals copy. 
The operation can affect either a single item (using the in-
dex finger) or a pile of objects (using the middle finger 
instead). For example, if users want to copy all items from 
a certain location, they place down the knuckle of the mid-
dle finger (Fig 11c). For all operations, the destination is 
given through the index finger of the second hand. This 
technique further allows rapidly reorganizing objects on the 
surface by repeatedly tapping at destinations. 

Select by frame. A common operation in traditional desk-
tops is the rubber band selection. Such interactions, howev-
er, normally requires that the user starts the operation on an 
empty part of the workspace, which may be cumbersome or 
even impossible if there are many objects present. We 
overcome this by a two-handed selection technique. Form-
ing an L-shape with both hands (Figure 12) allows for pre-
cise location (i.e., intersection of index finger and thumb) 
and orientation of a rectangular frame. The index finger of 
the second hand additionally defines width and height of 
the selection (Figure 12). We then extended this technique 
to give different meanings to such selection frames by us-
ing a combination of the thumb and different fingers for the 
L-shape: selection (index finger), copy (middle finger), cut 
(ring finger), and paste (little finger). Additionally, we de-
cided to use different fingers for defining the frame’s size. 
While all fingers have the same effect, they act as a multi-
finger clipboard as described before (i.e., what has been 

 
Figure 11. Two-handed interaction: (a) linear alignment, (b) circular 
alignment, and (c) shortcuts for copying objects by placing knuckle 
down on the object and index finger of second hand at destination. 

Figure 9. Grab’n’Drop: (a) spreading between fingers of flat hand 
defines selection area, (b) closing fingers and lifting hand up ‘grabs’  

data, and (c) placing flat hand back down on surface and moving 
layouts files along the movement path of the person’s hand. 

 
Figure 10. Interacting with piles: (a) fingers close together  

form pile and (b) spreading fingers reveals content. 



 

 

copied by the little 
finger can only be 
pasted by this finger).  

Person-Aware Inter-
action Techniques 
Because the Dia-
mondTouch [5] could 
distinguish between 
people, the literature 
is replete with exam-
ples of how this in-
formation can be lev-
eraged. TOUCHID 
provides similar in-
formation, and thus all techniques proposed in earlier work 
could be done with it as well. However, TOUCHID goes 
beyond that: as we revealed in our previous examples, user 
identification can be combined with knowledge of the par-
ticular user’s handpart and hand, something that cannot be 
done easily with, e.g., the DiamondTouch. With TOUCHID, 
programmers can furthermore easily develop applications 
that make use of rules and roles (e.g., in games or educa-
tional applications) [5,26], cooperative gestures (e.g., col-
laborative voting through the same postures of each user) 
[24], or personalized widgets (e.g., users ‘call’ a custom-
ized widget through a personalized posture) [30].  

DISCUSSION 
The interaction techniques described above serve as a 
demonstration of our toolkit’s expressive power. The ex-
posed methods and events in the API along with the three 
configuration tools – while simple and easy-to-use – pro-
vide all the required information in enough level of detail 
for designing all of the techniques. While we don’t describe 
how these were coded, a reasonable programmer using our 
toolkit should be able to replicate and extend any of these 
techniques without too much difficulty. Indeed, the tech-
niques above are just an initial exploration. As we were 
developing these systems, we saw many other variations 
that could be easily created. Overall, the above examples 
emphasize the potential of how handpart aware techniques 
– as enabled by our toolkit – can lead to more expressive 
tabletop interactions.  

Of course, some of the techniques could be (or have been) 
implemented without the gloves or toolkit. Yet in many 
cases it would require complex programming (e.g., com-
puter vision and machine learning algorithms) to detect 
certain postures. In some other cases (such as robust identi-
fication of fingertips) it would not be possible at all. Over-
all, the toolkit allowed rapid exploration of handpart aware 
techniques, in order to find adequate and expressive forms 
of tabletop interaction.   

Limitations of tagged gloves. Requiring people to wear our 
tagged gloves may have implications on the user experi-
ence – e.g., gloves might feel uncomfortable, or restrict the 
movement of fingers. While this is less suitable for walk-
up-and-use tabletop systems (e.g., museums), we see it as 

an acceptable trade-off for systems exploring novel interac-
tion techniques. As mentioned before, we believe that fu-
ture developments of tabletop systems will allow detecting 
the same accurate information of handparts touching the 
surface without requiring gloves. Before such systems be-
come available, the tagged gloves and our TOUCHID toolkit 
already enable the exploration of the design space of hand-
part aware interaction techniques. 

Learnability of interaction techniques. Some of the pro-
posed handpart-aware interaction techniques require more 
complex combinations of fingers, handparts, or postures 
compared to traditional tabletop interfaces. Therefore, these 
systems need to integrate mechanisms allowing people dis-
covering and learning possible types of interactions. Pre-
view methods for tool functions assigned to handparts and 
postures – such as the ones we described earlier of using 
knuckles or the back of the hand – are one possibility that 
facilitates learnability. Also, the mentioned personalized 
assignments of functions to handparts or postures let people 
choose settings they are most comfortable with. Some of 
the techniques might require people to invest time into 
training (e.g., through videos or animations demonstrating 
postures, finger chords, etc. [9]). Some of the benefits justi-
fying this investment are faster access to commonly used 
tools (e.g., tool fingers) and stored information (e.g., finger 
clipboards), or more expressive forms of interacting with 
content (e.g., grab’n’drop or the L-shape selection frames). 

Caveat. We do not argue that the techniques we presented 
are necessarily the best mapping of handparts to a particu-
lar action. In many cases there is more than one possible 
solution for assigning handparts, postures, or gestures to a 
particular action. Future qualitative and quantitative studies 
will help in answering the question of how far we can or 
should go with these techniques. Such questions are: How 
many functions assigned to handparts are too much? What 
are the personal preferences of users? What kind of single- 
or multi-handed postures are easy or difficult to perform?  

What we do claim strongly is that the TOUCHID toolkit can 
help us explore this design space. Rapidly prototyping 
handpart-aware applications will allow us to compare and 
evaluate the benefits, performance, and problems of partic-
ular techniques in a short period of time.  

CONCLUSION  
TOUCHID is a downloadable toolkit [13] that (currently) 
works with a Microsoft Surface, where it provides the pro-
grammer with what handpart, what hand, and what user is 
touching the surface, as well as what posture and what ges-
ture is being enacted. Its API is simple yet powerful. We 
illustrated its expressiveness by several novel tabletop in-
teraction techniques that exploit this extra information: 
individual functions for each handpart, pairing handparts, 
and using single- or multi-handed postures and gestures, 
and distinguishing between multiple users.  

Overall, we believe that distinguishing the handparts that 
are causing the touches on an interactive surface can lead to 
novel and expressive tabletop interaction techniques. We 

Figure 12. Frame selection: L-shape 
posture with thumb and different fingers 

allows selection of mode (e.g., copy, 
paste); finger of second hand defines 

second corner of selection frame. 



 

 

offer TOUCHID – currently based on the very affordable but 
reliable fiduciary glove – as a way for the community to 
work in this exciting area. Instead of struggling with low-
level implementation details such as computer vision and 
machine learning algorithms, we (and others) can quickly 
explore a large set of alternative techniques – many of which 
can be seen as pointers to possible future explorations. 
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